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ABSTRACT. With advances in molecular biology, microarray data have 
become an important resource in the exploration of complex human 
diseases. Although gene chip technology continues to grow, there are 
still many barriers to overcome, such as high costs, small sample sizes, 
complex procedures, poor repeatability, and the dependence on data 
analysis methods. To avoid these problems, simulation data have a vital 
role in the study of complex diseases. A simulation method of microarray 
data is introduced in this study to model the occurrence and development 
of general diseases. Using classic statistics and control theory, five risk 
models are proposed. One or more models can be introduced into the 
baseline simulation dataset with a case-control label. In addition, time-
series gene expression data can be generated to model the dynamic 
evolutionary process of a disease. The prevalence of each model is 
estimated and disease-associated genes are tested by significance 
analysis of microarrays. The source code, written in MATLAB, is freely and 
publicly available at http://sourceforge.net/projects/genesimulation/files/.
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INTRODUCTION

Normal gene expression has space-time specificity. Conversely, abnormal gene expression 
is often considered as the root of disease, e.g., oncogene activation or tumor suppressor gene 
inactivation in cancer. Most genes are regulated during the transcription process, and gene 
expression values are often considered specific physiological or biological disease status markers. 
Additionally, the development of a complex disease is a dynamic process with individual gene 
specificities, and is the result of additive genetic mutations. In the post genome era, time-series 
gene expression data have become an important resource to explore complex human diseases.

Although gene chip technology continues to advance, there are still many barriers to 
overcome, such as high costs, small sample sizes, complex procedures, poor repeatability, and 
dependence on data analysis methods. To avoid these problems, simulation data have become 
a valuable resource for complex disease studies (Carvajal-Rodríguez, 2008; Hoban et al., 2012).

Various methods for simulating static microarray data representing only one time point have 
been developed. Singhal et al. (2003) provided a microarray data simulator, which modeled “normal 
tissue samples” and “diseased tissue samples” with known defined changes in gene expression, 
where the changes were estimated by analyzing microarray hybridization experiments. Albers 
et al. (2006) developed a simulator called SIMAGE, which focused on multiple layers of factors 
influencing microarray experiments, guaranteeing that the simulated data mimicked real data as 
closely as possible. Nykter et al. (2006) presented a microarray simulation model, which included all 
of the steps that affect the quality of real microarray data. This model also included the simulation 
of biological ground truth data, application of biological and measurement technology specific error 
models, and finally simulation of the microarray slide manufacturing and hybridization process.

In regards to time-series gene expression research, a great deal of focus has been 
placed on reverse-engineering or modeling gene regulatory networks. However, the prediction and 
simulation of time-series gene expression data have received little attention. So far, there are few 
specific disease deterioration models. Vu and Vohradsky (2002) designed a simulator for dynamics 
of genetic regulatory networks. The model was based on the recurrent neural network principle, and 
allowed for interactive simulation of various genetic regulatory interactions under different features 
of the system. However, the number of samples and genes were small and there was no disease-
related information. Bresch et al. (2010) focused on tumor progression by using partial differential 
equations regarding tumor size and tumor cell number. Additionally, researchers from Miami and 
Heidelberg developed a mathematical model to predict tumor growth trends (Choe et al., 2011).

Gene expression varies with time and space, and mutual interactions exist between them. 
Even if the behavior of expression of a single gene may be simple, the collective expression behavior 
of multiple genes is complex. Hence, it may be impossible to find a completely generalizable model for 
complex biological networks. Based on classical statistics and control theory, we propose risk models 
of general diseases, and present a simulation method for microarray data. The resultant simulated 
time-series data with case-control tags model the occurrence and development of complex diseases.

MATERIAL AND METHODS

An overview of the simulation method

The proposed simulation model is modular. The structure of the model is presented in 
Figure 1, and is divided into the following parts:
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Baseline microarray data simulation model

In real microarray experiments, gene expression data can be obtained under certain 
conditions. Similarly, the first step of simulation work is to simulate the start point (t0) of gene 
expression data as baseline data, which constitutes a data matrix MN*G. Each element in mij 
represents an expression value of the jth gene in the ith sample, the row vector Mi. = (mi1, mi2, …, 
miG) represents the expression level of each gene from a sample, and the column vector M.i = (m1i, 
m2i, ..., mNi) represents the expression level of gene i in various samples.

Biological and measurement noise model

In real microarray experiments, preprocessing is important prior to analyzing the obtained 
data, which includes data cleaning, filtering, and transformation. On the contrary, in simulation 
experiments, it is necessary to add noise data to mimic biological noise and measurement errors.

Disease occurrence model

There have been numerous simulator studies on individual phenotypic information (sick 
or well) with genome-wide single nucleotide polymorphism (SNP) data (Yuan et al., 2012). In 
reference to SNP studies, risk models based on gene expression data have been conducted using 
relevant statistics (Tang et al., 2009), which will be explained in more detail in the following section. 
According to these models, samples are marked with a case-control label.

Disease development model

As diseases develop, the expression of certain genes changes markedly. In general, the 
changes in the expressed genes account for a small portion of total gene expression, while most 
genes are either simply expressed or not. Therefore, a large number of flat curves are present in 
the gene expression profile. However, a small number of genes such as disease-associated genes 
or cell cycle-related genes have changes that are much bigger.

A cell is considered a complicated dynamic system, and each gene is equivalent to one 
variable of this system. In this system, linear and nonlinear development models are applied to 
simulate the process of disease development.

Baseline microarray data simulation model

The first step of the proposed simulation work is to simulate the start point (t0) of gene 
expression data as baseline data. In real gene chip experiments, the log ratio of the two types 
of fluorescence intensity is used to determine gene expression. Assuming the absence of other 
systematic deviations, the log ratio is zero for non-regulated genes (with deviations only due to 
randomness), positive for up-regulated genes, and negative for down-regulated genes. In reference 
to the current simulator SIMAGE, the simulated log expression xi of the jth gene in the ith sample 
is denoted as: xij = Gij + Dij (Equation 1) (Albers et al., 2006), where Gij is concerned with the ‘true’ 
expression of gene j in the ith sample, and Dij is a (possible) deviation due to up- or down-regulation 
of gene j in the ith sample.
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To start with Gi, we assume that the ‘true’ expression level of gene i in various samples 
follows a normal distribution as N(µ, s2

G
). Here, µ is the expression mean, and s2

G
 can be interpreted 

as the variation in ‘true’ expression. Hence, the expressions of non-differentially expressed genes 
are distributed symmetrically around µ, according to a normal distribution.

Additionally, the effect of regulation is modeled via Di. For each sample, we model the 
probability of up- and down-regulated genes as λ+ and λ-, respectively, and the degree of up- or 
down-regulation of genes as a function of its baseline expression. A random number is generated 
as the degree of up- or down-regulation, and follows a uniform distribution along (µ- ~ µ+).

In summary, the ratio value is split into the aforementioned two parts, and the parameters 
are specified in Table 1.

Figure 1. Block diagram of the microarray simulation models.

Parameter Description 
N Number of genes 
caseNum Number of case samples 
controlNum Number of control samples 
 Mean in 'true' expression 
2

G Variance in 'true' expression 
+ Max change due to regulation 
 Min change due to regulation 
+ Percent of up-regulated genes 
 Percent of down-regulated genes 

 

Table 1. Overview of parameters in the baseline simulation model.

Biological and measurement noise model

Real microarray experiments are semi-quantitative analyses, which hence have some 
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errors or disturbances. There have been numerous studies characterizing the properties of the 
error sources. Biological variations are typically considered to include the internal stochastic noise 
of the cells and error sources related to sample preparation. Experimental systematic errors include 
two categories: the error caused by the chip manufacture, and the error caused by the sample 
detection process (Nykter et al., 2006). Therefore, biological and measurement errors should be 
added to the simulated data, which are expressed as mij = xij + e (Equation 2), where e is an error 
term, and mij is the observed expression value of gene j in the ith sample. Depending on the user’s 
purpose, the software offers two error models for users to choose from, as shown in Table 2.

Table 2. List of error models.

Simple EM: 
Model Additive Gaussian noise is added to the data. 
 Mean of the additive Gaussian noise. Noise is drawn from N(, 2) 
2 Variance of the additive Gaussian noise. 
SNR EM: 
Model Additive Gaussian noise is added to the data with given signal-to-noise ratio. 
 Mean of the additive Gaussian noise. 
SNR Signal-to-noise ratio after the noise is added. 

 

Disease occurrence model

The most important part of the proposed simulation model herein is the disease occurrence 
model. In regards to risk model based on SNPs (Tang et al., 2009), the following risk models are 
used to model the phenotypic probability of genes as a cause of a disease. Different from SNP 
data, gene expression data are continuous rather than discrete. Additionally, there are a number of 
genes that can jointly affect a causal disease model, or jointly influence the probability of a resultant 
phenotype of a sample. So without loss of generalizability, one can simply assume gene indices of 
1, 2, ..., r are disease-related, i.e., the gene set G = {1, 2, ..., r} is disease-related with the genes 
jointly contributing to the probability of a phenotype in an r-way model.

We assume the disease-risk of a sample as the risk function R(g), which determines the 
expression levels of the disease-related genes to be g = (g1, g2, ..., gr)T. The risk function R(g) 
can generally be of multiple types across different models (in a multiple model situation) for the 
same disease case, and it can be so for models across different diseases due to the complexity of 
biologically mechanized disease scenarios and disease subtypes.

Based on the above concepts, we use the structures of sigmoid, Gaussian, and Gaussian 
mixture model methods, because these are flexible and rigorous methods, which are suitable for 
modeling various stochastic phenomena. In this study, we formulate five types of 1-way models, 
which are shown in Table 3. Comparing the risks calculated by these models with stochastic risk, 
the samples are marked with case-control labels.

Disease development model

Time-series microarray data can capture dynamic genomic behavior, which is not available 
in steady-state expression data such as that for disease progression and drug response. In advanced, 
multicellular living bodies, each gene may be affected by a specific subset of genes. The presence 
and expression patterns of most genes are to fulfill a special set of functions. Gene expression values 
can be used to build networks, in which associated actions and regulation of genes depend on the 
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cell structure, gene function, and the environment. Therefore, it is possible to simulate the course 
of disease development in gene expression by regulatory gene networks. However, based on the 
large number of genes that dynamically influence each other, network building processes are still 
mathematically challenging as gene regulatory networks are complex, continuous, and dynamic. 
There are many current methods of building gene regulatory networks including Boolean networks, 
Bayesian networks, neural network models, and network model equations.

Among current methods, the differential equation model is the most accurate method to 
represent relationships in dynamic networks. There are many models that have been proposed 
based on differential equations, and ordinary differential equations methods are widely used (De 
Smet and Marchal, 2010; Kuwahara et al., 2013). Generally, the expression of one gene at one 
time point within a period is indicated by a function that describes its effects (i.e., activation or 
inhibition), and often involves the regulation of other genes. This relationship can be expressed by 
the following equation: dmij / dt = f (mi1, mi2, ..., min) (Equation 3), where mij (j ≤ n) is an expression 
value of gene j in the ith sample at time t, and function f may be linear or non-linear continuous.

The linear analytical method is expressed as dmij / dt = Σ wjwmiw + bij from w = 1 to w = n 
(Equation 4), where wjw represents the relation of the regulatory gene w to the target gene j, and bij 
represents the base activity. wjw is positive, negative, or zero, which indicates activation, inhibition, 
or no obvious regulatory relationships, respectively.

Based on the current tool Genexp (Vu and Vohradsky, 2002), a sigmoid function is used as 
the nonlinear model expressed as: dmij / dt = k1j [1 / (1 + exp(-Σ wijmij - bij))] – (ln 2 / t1/2j)mij (Equation 
5), where mij is the expression of gene j at time point t, k1j represents the cumulative ratio of gene 
j, and t1/2j represents the protein half-life of gene j.

RESULTS

Implementation

The tool is implemented entirely in MATLAB and works with MATLAB R2012b or a later 

Table 3. List of risk models.

We assume that there is only one disease gene g 
Model 1 

( )
1( ) ( 1)a m cR m e 


 

DEscription The risk function is a sigmoid function. The disease gene corresponds to an oncogene. Higher gene expression values 
indicate increased risk of pathogenesis. 

PArameters α is a tilt factor. When the gene expression value is at point c, the risk function R(m) is equal to 0.5. 
Model 2 

( )
1( ) 1a m cR m e 


 

DEscription The risk function is an inverse sigmoid function. The disease gene corresponds to a tumor suppressor gene. Higher gene 
expression values indicate reduced risk of pathogenesis. 

PArameters α is a tilt factor. When the gene expression value is at point c, the risk function R(m) is equal to 0.5. 
Model 3 2( ) ( , )R m N    

DEscription The risk function is a Gaussian function. If the gene expression value is at point , there is the highest prevalence. 
PArameters  is expectation,  is variance. 
Model 4 2( ) 1 ( , )R m N     

DEscription The risk function is an inverse Gaussian function. If the gene expression value is at point , there is the lowest prevalence. 
PArameters  is expectation,  is variance. 
Model 5 2

1 1
( ) ( , ) ( 1)M M

i i i i ii i
R m N   

 
    

DEscription The risk function has many peaks. 
PArameters i is the number of the mixed Gaussian functions, i is expectation, i is variance, i is weighting coefficient. 
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version. Users specify parameters or choose default parameters through the input interface shown 
in Figure 2. Following the input phase, the simulation algorithm is executed and the results are 
shown in the result panel. Each row represents one sample. The first column is the disease label of 
the sample where 1 indicates a case sample, and 0 indicates a control sample. Each value in the 
other column represents the expression value of a gene.

Figure 2. User interface. The image shows the interface of our simulator, which is divided into four sections. The top 
left section is the parameter set panel for baseline gene expression, risk model, and biological and measurement 
noise. In the top right section, a user estimates the risk model and prevalence. The middle right section is the time-
series simulation plane. The bottom panel is the result panel.

Comparison of the five risk models

We assume the disease-risk of a sample is a risk function R(g), which is determined by 
the expression levels of the disease-associated genes. In our simulator, five typical types of 1-way 
models are presented for modeling various phenomena.

The risk function of the first model is a sigmoid function. The graph of a sigmoid function 
has a characteristic “S” shape. The disease gene corresponds to an oncogene, and higher gene 
expression values indicate higher probabilities of pathogenesis. Conversely, the second model’s 
risk function is an inverse sigmoid function. The disease gene corresponds to a tumor suppressor 
gene, where higher gene expression values indicate lower chances of pathogenesis.

The risk function of the third model is a Gaussian function. The graph of a Gaussian has 
a characteristically symmetric “bell curve” shape. µ is the position of the center of the curve peak. 
Therefore, if the gene expression value is at point µ, the risk is the highest. The risk gradually 
decreased on both sides of µ. Conversely, the fourth model risk function is an inverse Gaussian 
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function. If the gene expression value is at point µ, the risk is the lowest, and the risk gradually 
increased on both sides of µ. The last model uses the mixed Gaussian function to mimic the situation 
when the risk curve has more than one peak. Graphical analysis is provided as a preliminary and 
intuitive judgment about the trend of the risk functions.

Prevalence estimation

Based on risk models of SNPs, risk models are used to model the phenotypic probability of 
genes as a cause of a disease. Here, we assume that gene indices of 1, 2, ..., r are disease-related, 
and gene set G = {1, 2, ..., r} is disease-related, where genes jointly contribute to the probability of 
a phenotype in an r-way model.

It is simple to estimate the joint density function of these model-related genes from the 
gene expression dataset of p(g) = p(g1, g2, ..., gr), where g = (g1, g2, ..., gr)T is an r-dimensional 
vector with its elements being the expression levels of the model-related gene set G = {1, 2, ..., 
r}. Therefore, based on SNP risk models, prevalence is estimated. The prevalence of the model 
P(D) is dependent to the risk function R(g) of the model, by an r-fold integral over the r-dimensional 
gene space defined by the gene indices of (1, 2, ..., r) expressed as P(D) = òR(g)p(g)dg (6), where 
the risk function R(g) determines the disease-risk of a sample, and the expression levels of the 
disease related genes are g = (g1, g2, ..., gr)T. The prevalence ranges from 0 to 1, where a higher 
value indicates a higher disease rate.

Comparison between the linear and non-linear methods

Time-series gene expression data have some biological features such as randomness, 
complexity, specificity, and dynamic characteristics, which are often difficult to simulate. Based on 
differential equations, the expression of one gene at one time point within a period is indicated by 
a function that describes its effects (i.e., activation or inhibition). In our study, linear and non-linear 
functions are provided.

The linear analytical method is less complex and easier to handle than the non-linear 
method. However, it is often used to solve simple problems, and in most cases, the interaction 
between genes exhibits complex nonlinear relationships. Therefore, the nonlinear function is 
better to model actual situations in vivo, but it is more difficult to handle and has many more 
parameters.

According to needs, users can choose the function of corresponding complexity, and 
select line charts to observe the time-series gene expression data distribution of a sample.

Disease gene selection by significance analysis of microarrays (SAM)

SAM identifies genes with statistically significant changes in expression by ordering a 
set of gene-specific t-tests. Using permutations, the observed order statistics are compared to 
those order statistics under the null hypothesis of no differential expression among any genes 
(Tusher et al., 2001). We used SAM to test our simulation data for each model, and the results 
are shown in Figure 3. When only one disease gene is selected, the disease genes of each 
model are all successfully specified by SAM. When two disease genes are selected, the first 
four cases are found by SAM. One disease gene in the fifth model with low prevalence was not 
mined.
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Figure 3. SAM plots of the simulated data. Red and green dots modeled up- and down-regulated genes, respectively. 
Black dots represent the remaining genes, and blue dots model the disease genes. The first column shows that only 
one disease gene is selected, and the second column shows that two disease genes are selected. The different rows 
indicate the different disease models, and the order of the disease model corresponds to Table 3.
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DISCUSSION

A simulation method of microarray data is introduced herein to model the occurrence and 
development of general diseases. According to classical statistics and control theory, five risk models 
are presented, and prevalence is estimated. One or more model can be embedded into a baseline 
simulation data set with a case-control label. Additionally, time-series gene expression data can be 
generated to model a dynamic evolution process of disease. The most significant disease-associated 
gene is successfully found by “significance analysis of microarrays” (SAM), and individual disease 
genes with low prevalence are not easy to mine. When the number of disease-related genes increase, 
the selection of the risk function and the determination of parameters are challenging. In the future, 
we will continue to develop risk models containing many more disease genes.
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