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ABSTRACT. In this study, a software tool (IFGFA) for identification of 
featured genes from gene expression data based on latent factor analysis 
was developed. Despite the availability of computational methods and 
statistical models appropriate for analyzing special genomic data, 
IFGFA provides a platform for predicting colon cancer-related genes 
and can be applied to other cancer types. The computational framework 
behind IFGFA is based on the well-established Bayesian factor and 
regression model and prior knowledge about the gene from OMIM. 
We validated the predicted genes by analyzing somatic mutations 
in patients. An interface was developed to enable users to run the 
computational framework efficiently through visual programming. 
IFGFA is executable in a Windows system and does not require other 
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dependent software packages. This program can be freely downloaded 
at http://www.fupage.org/downloads/ifgfa.zip.

Key words: Factor analysis; Featured gene; Gene expression profile; 
Multivariate statistics

INTRODUCTION

With the development of biological research techniques and the lower cost of 
conducting genomics microarray analysis, a large number of gene expression profiles for 
genomic studies have been generated. These data can be downloaded from various data sets. 
For example, genomics data sets for many types of cancer can be obtained from TCGA (http://
cancergenome.nih.gov/). However, it remains challenging to identify genes of interest among 
the large amount of available genomics data.

A number of methods based on gene expression profiles to identify genes of interest 
have been developed, such as the neural network method (Khan et al., 2001), signal to noise 
method (Golub et al., 1999), non-parametric test (Tusher et al., 2001; Ruan and Yuan, 2011) and 
other statistical methods (West et al., 2001; Veer et al., 2002; Spang et al., 2002; Nevins et al., 
2003; Pittman et al., 2004). However, these studies were developed for specific types of gene 
expression profiling data and cannot reveal the underlying relationships between the genes.

Gene expression profiles often contain a portion of redundant genes that have little 
association with the cancer of interest in classification problems. The existence of redundant 
information increases the burden of the classification and decreases classification accuracy. 
Thus, it is necessary to separate featured genes from redundant genes using gene expression 
profiles to conduct classification. Typically, the standard method for featured gene selection, 
known as the gene signature, is a double sample t-test (Storey et al., 2007; Kim et al., 2008).

Factor analysis is a multivariate statistical method that can interpret variability among 
observed variables using a smaller number of unobserved variables. Similar to principle 
component analysis (Alter et al., 2000; Alter et al., 2003), factor analysis can be used to reduce 
the dimensionality of high-density DNA microarrays data at the probe level (Hochreiter et 
al., 2006). It has been used to identify signal pathway activation (Chang et al., 2009) and 
reposition of non-anticancer drugs for anticancer studies (Jin et al., 2012).

We previously developed a computational framework to predict featured genes for colon 
cancer (Fu et al., 2013). In contrast to generic latent factor analysis studies, the framework’s idea 
is based on the hypothesis that observed variables with higher correlations can be categorized 
as the same factor in factor analysis. Thus, based on prior information that some genes are 
related to colon adenocarcinoma in OMIM (Amberger et al., 2015), the framework can predicate 
other important genes related to colon adenocarcinoma from the same latent factor. A well-
established latent factor analysis model, Bayesian Factor and Regression Model (BFRM), which 
can implement a sparse statistical factor analysis model for high-dimensional multivariate data 
analysis, was applied in our framework (Carvalho et al., 2008).

In this study, we developed a software tool (IFGFA) based on our previous 
computational framework (Fu et al., 2013). To facilitate the use of our computational framework 
or implementation of BFRM by other researchers, we integrated the input parameters of the 
model, names of the data files, output evaluated factors, and their correlated genes in the visual 
interface of IFGFA. From the website, users can obtain outputs, including factors, featured 
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genes, and their correlation degree in a TXT file, without the need to struggle with parameters 
and procedures to implement the codes. Furthermore, IFGFA can be used for other studies 
requiring BFRM.

METHODS

We designed the framework to analyze colon adenocarcinoma data (Fu et al., 2013). 
The framework implemented a factor analysis model, BFRM, using the genomics data of 
patients to acquire a loading matrix and factor matrix. Next, based on known disease-related 
gene information or somatic mutation information, the program can select factors with the 
highest percentages of the prior information. These identified factors can be used for gene 
signature studies. Furthermore, our framework ranks the genes in each featured factor in terms 
of the absolute values of entries of the loading matrix and defines the top factors as featured 
genes. The framework process is shown in Figure 1.

Figure 1. Flowchart of IFGFA framework.

Factor analysis

The simple continuous factor analysis model structure for X is as follows:

(Equation 1)xi = Afi+ ui + ei (i = 1 … n)

The vector fi is “latent” because it is unobserved or called as unknown. A is the factor 
loading matrix, representing the degrees of latent factors correlated to genes. The vector ei is a 
residual error of sample i and its distribution is assumed to follow a normal distribution. The 
vector ui is an arbitrary offset vector. The model of equation 1 is referred to as “generative” 
because it describes how xi is generated from fi. If we use all xi’s as columns to form a matrix 
X and all fi’s as columns of a matrix F with suitably defined U and E, then we can rewrite 
equation 1 as:
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Factor analysis is used to decompose matrix X, implemented using BFRM (Carvalho 
et al., 2008). BFRM utilizes a Markov chain Monte Carlo (MCMC) process to simulate the 
matrices and their posterior probabilities. Next, Bayesian analysis and other computational 
methods allow this data to be used in high-dimensional multivariate data analysis.

Featured factor selection

Though factor analysis models can generate useful factors for disease classification, 
not all of these factors are important for the disease being examined. For example, factors 1, 
3, 7, and 15 can be referred to as feature factors because they contain genes enriched in colon 
cancer as shown in Figure 2 (Fu et al., 2013). The feature factor is an extension of the general 
factor analysis in our study, making it easier to evaluate gene signatures or classify cancers. 
We identified these factors by evaluating the percentages of key genes among the total genes 
for a specific factor. This prior knowledge can be found in OMIM or other data sets.

X = AF + M + E (Equation 2)

Figure 2. Percentage of genes across factors.

Featured gene prediction

Another function of our tool is that it can identify featured genes that may be correlated 
with the disease of interest. Based on the latent factor analysis hypothesis, genes from the 
same latent factor are more likely to possess similar biological characters, such as activation of 
a signaling pathway. In equation 1, the entries of the loadings matrix A represent the relevancy 
of genes correlated with factors. We ranked genes from the same factor in terms of the absolute 
values of entries of the loadings matrix. Thus, these top genes can be selected as featured 
genes of the disease.
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RESULTS

Input

The key inputs of IFGFA are two flat text files. One includes gene information 
containing two columns: gene name and prior information regarding whether the gene is 
known to be related to the disease of interest. It is recommended to place the known gene on 
the top of the file, particularly in evolving mode. The second file is a gene expression data file 
in which the row order must correspond to the first file, with each row representing a variable 
(gene) and each column representing an observation (sample), with the two columns tab-
separated. Every field is numeric and any other kind of data type is not allowed. In IFGFA, 
missing values in the dataset are indicated by a specific numeric value (such as 0 or 999), 
and another input file XMaskFile must be included which can be set in file parameters.txt. 
XMaskFile is a flat text file corresponding to the data file, with each field labeled as 0 for 
observed and 1 for missing values.

Before running the tool, a few key parameters must be set, as shown in the left panel 
of Figure 3. Number of Samples and Number of Variables are the actual numbers of patients 
and genes in the current run, which can be set to smaller or equal values as those in the data 
file. Number of Factors is the number of factors in the general factor analysis, representing 
the initial value for the parameter in the evolution model. Number of Factors can be set based 
on experience, and we suggest setting a number between 10 and 20 or using evolution mode 
for new users. Evol or Not must be set to 1 or 0, which indicates whether evolution mode is 
on. In the evolution model, the tool can estimate the number of factors, but a longer period of 
time is required to finish the process. Number of EvolVars is only necessary if Evol or Not is 
set to 1, which indicates the number of variables used to initialize the evolutionary analysis. 
Time of MCMC is the number of MCMC iterations, which determines the sampling time of 
Monte Carlo simulation methods (default is 5000). Time of Burnin is the number of burn-in 
iterations in the MCMC, out of which samples from iterations can be included in the final 
result (default is 2000). Larger burn-in times can eliminate the influence of priors. There are 
additional parameters included in the file parameters.txt. For details, one may require to refer 
to a previous study (Carvalho et al., 2008).

Output

The outputs of IFGFA are displayed in the right panel of Figure 3. Three selection 
parameters must be set. Cutoff of PostPib is a threshold of posterior probabilities and ensures 
that the elements of A have higher posterior estimation after MCMC iterations. Number of 
TopFactor is the number of factors with the highest percentages of disease-related genes 
across all factors. Number of TopGene is the number of genes with the highest absolute values 
of entries of A, implying the highest correlation with the factor. Figure 3 displays 7 factors in 
the viewing windows. For example, factor 9 has the highest percentage of 0.50 and includes 4 
genes, among which DLEC1 and PRKAR1A are not known to be related to colon cancer. Thus, 
IFGFA predicts that these genes are related to colon cancer, and thus factor 9 can be referred to 
as a colon cancer feature factor. Similar results were obtained for an additional 6 factors in this 
run. In the current directory, the text file allFactors.txt saves all factors and their associated 
genes in this run to allow users to evaluate these parameters in future studies.
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Performance

The core program of IFGFA is a well-established latent factor model BFRM and is a 
Bayesian statistics model using MCMC methods to compute large hierarchical models. This 
program requires the integration of hundreds or even thousands of unknown parameters. The 
parameters increase with increasing numbers of genes and sample sizes. The running time of 
IFGFA for every 100 iterates is listed in Table 1 (CPU: Intel Core I7 Q820 1.73GHz, memory: 
8 GB). Since it is difficult to identify this number of samples, sampling with replacement from 
gene expression profiles of colon cancer in the TCGA is conducted. When the sample size is 
not large, the tool can still provide meaningful results. Based on BFRM, Bild et al. identified 
important oncogenic pathway signatures in human cancers using only 97 DNA microarray 
samples (Bild et al., 2006).

Figure 3. Screenshot of IFGFA.

Table 1. Running time of IFGFA at every 100 iterates (unit: s).

Gene No. Sample No. 
176 500 1000 2000 5000 10,000 17814 

174 2.88 5.74 8.9 15.3 33.77 64.4 120.57 
500 8.99 15.32 24.11 37.72 80.08 149.1 276.04 
1000 32.45 44.49 59.16 87.58 170.1 309.71 567.55 
1500 64.47 86.9 106.42 148.87 272.52 484.44 883.86 
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DISCUSSION

In our previous study (Fu et al., 2013), we showed that a factor analysis method with 
prior knowledge can be used to identify featured factors and featured genes from genomics 
data of colon cancer patients. Further GO analysis (Ashburner et al., 2000; Wang et al., 2013) 
indicated that the genes are meaningfully enriched in the functions of DNA repair and cell 
cycle, which contribute to the oncogenesis of colon adenocarcinoma. It is encouraging that one 
of the predicted genes, RAD54L, has now been annotated as related to colonic adenocarcinoma 
in OMIM (Matsuda et al., 1999).

IFGFA can be used not only to identify feature factors and feature genes related to a 
disease of interest, but also provide a visualization tool for factor analysis. Since the MCMC 
process is used, the outputs of IFGFA may be not precisely similar in all runs. Results should 
be evaluated for reliability by running the tool as many times as necessary. In the future, we 
will develop an online tool and add more functions.
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