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ABSTRACT. Biologists and scientists can use the data from Alzheimer’s 
disease (AD) gene expression microarrays to mine AD disease-related 
genes. Because of disadvantages such as small sample sizes, high 
dimensionality, and a high level of noise, it is difficult to obtain accurate 
and meaningful biological information from gene expression profiles. 
In this paper, we present a novel approach for utilizing AD microarray 
data to identify the morbigenous genes. The Fisher score, a classical 
feature selection method, is utilized to evaluate the importance of each 
gene. Genes with a large between-classes variance and small within-
class variance are selected as candidate morbigenous genes. The results 
using an AD dataset show that the proposed approach is effective for 
gene selection. Satisfactory accuracy can be achieved by using only a 
small number of selected genes.

Key words: Alzheimer’s disease; Fisher score; Feature selection; 
Gene microarray



2J. Yang et al.

©FUNPEC-RP www.funpecrp.com.brGenetics and Molecular Research 15 (2): gmr.15028798

INTRODUCTION

Alzheimer’s disease (AD) (Liang et al., 2008) is a form of dementia. This 
neurodegenerative brain disease usually develops at an age over 65 years. Because it is 
irreversible, the disease causes extensive damage to the patient’s health.

Although many studies on AD have been carried out, the cause and mechanism for 
the progression of AD are not well understood. A full understanding of the potential molecular 
mechanisms would provide key information to enable the successful treatment of AD. In 
particular, identifying genes that are involved in AD could be beneficial to both explaining the 
causes of the disease and designing treatments.

Recently, advances in gene microarray technology have enabled biologists to measure 
the expression level values of many genes simultaneously in one experiment, which provides an 
opportunity for machine learning methods to be used to extract valuable biological information 
from these large datasets (Schena et al., 1995). By analyzing these high-throughput microarray 
gene databases, researchers are aiming to gain deep insights into the causes, processes, and 
biological mechanisms of human diseases.

Using AD microarray data, researchers have developed various methods for exploring 
the genes associated with the disease. Clustering analysis technology (Pang et al., 2010; Guttula 
et al., 2012; Hu et al., 2013; Yang et al., 2013) has often been employed to cluster the genes by 
their expression level and to identify co-expressed genes in the same group. A special local clus-
tering algorithm (Pang et al., 2010) was used to cluster the gene data and identify the so-called 
isolated points genes with significantly different expression values. Gene order computing (Hu et 
al., 2013) was utilized to generate higher quality gene clustering patterns than most other cluster-
ing methods. Fuzzy cluster analysis (Yang et al., 2013) was used to analyze gene data by group-
ing gene sequences together that were expected to have close relationships each other and similar 
functions and characters. A hierarchical cluster analysis (Guttula et al., 2012) was performed to 
group genes based on their expression pattern. Independent component analysis was employed 
to reveal meaningful biological patterns in AD gene expression data (Wei et al., 2009).

In this paper, we present a novel approach for utilizing AD microarray data to identify 
the morbigenous genes. Different from the methods described above, we classify the data 
without using clustering approaches.

We evaluate the ability of a gene to distinguish normal individuals from AD patients 
by its expression value. The genes with a strong ability to distinguish samples between the two 
classes are regarded as the key genes for the disease. The problem of identifying morbigenous 
genes is transformed to a problem of feature selection, which involves seeking the best feature 
subset to differentiate samples from the different classes.

The rationality of this approach is that the number of samples in gene microarray 
data is usually far less than the number of genes (Dougherty, 2001), and many genes are 
irrelevant to the disease. Gene selection mainly has two merits (Peng et al., 2005; Saeys et al., 
2007). First, it can reduce dramatically the number of genes used in classifying the disease 
and overcome the problem of the “curse of dimensionality”. Second, the selected genes are 
likely to be biologically relevant to AD and can be further explored. Those explorations may 
help to better understand the essential molecular mechanisms associated with AD. For these 
reasons, microarray data have been widely used for classifying diseases, and as a result, many 
approaches have been proposed to classify cancer using microarray data (Veer et al., 1981; 
Zirvi et al., 1989; Shipp et al., 2002; Rifkin et al., 2003).
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The Fisher criterion was used to assess the capacity of genes to classify samples in 
this paper. The results from the experiment using AD gene data show that the selected feature 
genes were able to accurately predict the type of the testing samples.

MATERIAL AND METHODS

Gene selection by Fisher score

The Fisher score (FS) is a supervised feature selection technique. In this section, we 
briefly review the principle of the Fisher criterion for feature selection.

The generic problem of supervised feature selection is as follows. Given a sample 
set {( , )}i ix y , where 1..i n∈ , d

ix R∈ , {1,2,..., }iy C∈ , and iy  denotes the class label of 
the sample ix ; n is the number of samples; and d is the dimension of the features, that is, 
the number of genes, the aim is to construct a subset with m features that contains the most 
discriminative information. We use 1 2[ , , ..., ] d n

nX x x x R ×= ∈  to represent the sample data 
matrix, where jx  denotes the jth sample.

The core idea of Fisher discrimination analysis is to construct a subset of features such 
that in the data space spanned by the features in the subset, the distances between samples from 
different classes are as large as possible, while the distances between samples from the same 
class are as small as possible. In particular, when m features are selected, the original data 
matrix d nX R ×∈  will be represented by m nZ R ×∈ . Then, the FS is computed as follows,

( ) ( ) ( )b wf Z tr A tr A= (Equation 1)

where ( )tr  denotes the trace of a matrix; bA  is the between-class scatter matrix; and wA  is 
the within-class scatter matrix, which is defined as

where km  and kn  are the mean and sample number of the k-th class, respectively, in the 
reduced data space and m is the mean vector of all samples.

The number of candidate subsets is m
dC , so the optimal feature subset selection problem 

can be solved by combination optimization, but this is very time-consuming and challenging. 
To reduce the difficulty, a heuristic strategy is often used to calculate a score for each feature 
independently using some criterion f . Specifically, let k

ju  and k
jσ  be the mean and deviation 

of samples from the k-th class, corresponding to the j-th feature. Let ju  and jσ  denote the 
mean and deviation of the whole samples corresponding to the j-th feature. Then, the FS of the 
j-th feature is calculated as follows,
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After obtaining the FS of each feature, we select the features with first-m large scores 
to construct the feature subset.

The details of feature selection are described in Algorithm 1.
Algorithm 1: feature selection by FS
Input: the samples d nX R ×∈ and their class label ny N∈ ; the expected feature 

number m
Output: the selected feature subset mS N∈
Begin
For each feature in the feature space
Evaluate the corresponding FS by Equation 3 and record the score in a score array.
End
Sort the score by descending order.
Select the top-m features with a high score and place their feature index into the set S.
End

RESULTS

Dataset and procedure

We used the proposed feature selection approach for gene selection to classify or 
predict the status of individuals, i.e., normal or AD disease.

We used a dataset from GEO Datasets deposited by Blalock et al. that featured 
hippocampus gene expression from control and AD samples (Blalock et al., 2004). The 
hippocampal specimens were obtained from the Brain Bank of the Alzheimer’s Disease 
Research Center at the University of Kentucky. The human Gene Chips (HG-U133A) of 
Affymetrix and Microarray Suite 5 were used in the microarray data collection. The procedures 
for total RNA isolation, labeling, and microarray construction were described previously 
(Blalock et al., 2003, 2004).

There are 31 samples, and each sample contains 22,283 gene expressions. Four cases 
of control, incipient, moderate, and severe data are provided in the original data. Here, we 
perform the classification experiment for the control and moderate classes, so the 9 control 
samples and 8 moderate samples are selected to form the dataset X . Then, the FSs are 
evaluated in X, and the features (the key genes) are selected. With these gene expressions, 
we use some classifier to classify the testing sample and calculate the recognition accuracy. 
Because the number of samples in gene microarray data is generally far less than the number 
of genes, we construct the testing set using the leave-one-out method. Specifically, each time, 
we select one sample from X  as a testing sample and the remainder as the training samples. 
The procedure is repeated until every sample in X has been selected as a testing sample and 
classified. Then, we compute the recognition accuracy by Equation 4.

( ) 100%ac nc n= × (Equation 4)

where nc is the number of correct classifications and n is the number of testing samples. Because 
the main goal is to measure the identification ability of genes for AD, simple classifiers such as 
the nearest neighbor classifier (NNC) or nearest class mean classifier (NMC) are employed in 
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the experiment. The detailed procedure for classifying a testing sample by NNC is described 
in Algorithm 2.

Algorithm 2: classifying a testing sample by NNC
Input: training samples and their label{ , }i ix y ; the testing sample t ; selected feature 

set mS N∈
Output: the predicted class label ( )c t  of the testing sample.
Begin
By S , retain the m gene expressions for every ix  and t .
For every training sample ix
Compute the distance between ix  and t  by some distance measure.
Store the distance in the distance array.
End
Sort the distance array by ascending order.
Set ( )c t  as the label of the sample at the first position in the distance array.
End

Experiment results

First, we calculate the FS of genes and sort their scores by descending order. The 
sorted scores are shown in Figure 1.

Figure 1. Fisher score of genes.

From Figure 1, we can see most of the genes’ scores are close to zero. That means 
those genes are irrelevant to the classification or the disease. Then, we use the genes with 
high scores as features to classify or recognize the testing sample. The results are shown in 
Table 1. Here, the distance measure is the Euclidean distance, following Eq. (5). In Table 1, 
we also present the calculated recognition accuracies based on the feature genes obtained by 
the normalized mutual information (NMI) approach proposed previously (Peng et al., 2005; 
Liu et al., 2005).
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From Table 1, we can see that when all genes are selected as features, the accuracy of 
NNC is 52.94%, and the accuracy of NNC is 76.47% if only one gene is selected as a feature. 
With more than one gene, the accuracy can reach 100%. These results indicate that many 
genes are irrelevant to the disease and that a relatively inferior accuracy will be obtained if 
those genes are selected. Moreover, we find that few genes are informative for classification. 
When using only 10 genes, the NNC can reach 100% accuracy. The result from NMC is 
similar. The first gene selected by the mutual information approach is closely related to the 
class label, and the accuracy of NMI+NNC can reach 94% using only the first gene. When 
more genes are considered as features, the FS method is superior to the mutual information 
method. When 10 genes are selected as features, the accuracy of FS+NNC is 6% higher than 
that of NMI+NNC.

( ) ( )( , ) T
i i id x t x t x t= − − (Equation 5)

Table 1. The recognition accuracies of using different genes by NNC and NMC.

The number of genes Accuracy (%) 
FS+NNC FS+NMC NMI+NNC NMI+NMC 

1 76.47 82.35 94 94 
10 100 100 94 94 
100 100 100 100 100 
200 100 100 100 100 
500 100 100 88 100 
5000 94.12 88.24 88 88.24 
22283 52.94 64.71 52.94 64.71 

 

Figure 2. The first selected gene expression values of samples with two classes.

To visualize the most informative genes that are selected, the expression values of 
each sample are drawn in Figures 2, 3, and 4.
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Figure 3. A scatter diagram of samples from two classes (Control and Moderate) with the first two genes.

Figure 4. A scatter diagram of samples from two classes with the first three genes.

Table 2 lists the names of the 10 selected genes with the highest scores. From the 
viewpoint of disease recognition, these genes are related to AD. Researchers can further 
analyze the function of these genes and identify the relationship between these genes and AD 
from a biology point of view.
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DISCUSSION

Here, we provide a novel approach to select genes related to AD. The genes with high 
FSs are informative for classifying patients and are selected as feature genes. The experiment 
results show that the expression values of these genes can distinguish samples between the 
different classes. Therefore, these genes are very likely associated with AD and can be further 
analyzed by researchers.
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